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INTRODUCTION 

Over the last two decades, internet adoption has 

grown to approximately 4 billion users 

worldwide. This exponential growth has 

inadvertently led to a surge in malicious 

activities and cyber threats. To counter these 

threats, Anomaly Detection systems are 

employed to monitor network traffic. However, 

a significant challenge in current Intrusion 

Detection Systems (IDS) is the presence of 

duplicate or irrelevant features in network 

traffic data, which reduces detection accuracy 

and increases computational overhead. 

This paper addresses this challenge by 

proposing an optimal feature selection method. 

The study utilizes a hybrid approach combining 

a Naive Bayes classifier with an Improved BAT 

Algorithm (NB-IBA) based on entropy 

concepts to select "disguising" (most relevant) 

features. By confining the study to anomaly-

based IDS, we aim to enhance the performance 

of classification algorithms such as J48, 

Random Forest, and Random Tree. 

Classification Algorithms 

Classification is a supervised learning 

technique used to categorize data into 

predefined classes. 

 Decision Trees: These structures 

represent dataset properties via internal 

nodes and decision rules via branches. 

Algorithms like C4.5 and CART utilize 

Information Gain and Gini Impurity to 

determine optimal splits. 

 K-Nearest Neighbors (KNN): A lazy 

learner that classifies new instances 

based on similarity (Euclidean 

distance) to existing data. 

 Naive Bayes: Based on Bayes' 

theorem, this probabilistic classifier 

assumes independence between 

features. It is particularly effective for 

text classification and high-

dimensional data. 

Swarm Intelligence 

Swarm Intelligence (SI) mimics the collective 

behavior of decentralized, self-organized 

systems in nature, such as ant colonies or bird 

flocks. 

• BAT Algorithm (BA): Inspired by the 

echolocation behavior of microbats, BA utilizes 

frequency, velocity, and position updates to 

find optimal solutions in continuous and 

discrete spaces. 
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PROPOSED METHODOLOGY 

The proposed work follows a four-step process 

to enhance anomaly detection: 

 Pre-processing: Removal of noise and 

handling of missing data. 

 Feature Selection (NB-IBA): The 

Naive Bayes and Improved BAT 

Algorithm are used to extract optimal 

features from the master dataset. 

 Model Training: Models are trained 

using 10-fold cross-validation. 

 Classification: The reduced feature set 

is fed into classifiers (J48, Random 

Forest, Random Tree, Bayesian 

Network). 

Mathematical Model of the BAT Algorithm 

The movement of the search agents (bats) is 

defined by updating their frequency, velocity, 

and position. 

The frequency    for bat   is calculated as: 

𝑓𝑖 = 𝑓𝑚𝑖𝑛 + (𝑓𝑚𝑖𝑛 − 𝑓𝑚𝑎𝑥)β  

Where in β ∈ [0,1] is a random vector. 

The velocity   at time step t is updated based on 

the best global position   

     𝑣𝑖
𝑡 = 𝑣𝑖

𝑡−1 + [𝑥𝑖
𝑡−1 − 𝑥∗]𝑓𝑖     

The new position   is updated as: 

 𝑥𝑖
𝑡 = 𝑥𝑖

𝑡−1+∈ 𝐴𝑡 

To enhance local search, a random walk is 

applied if a random number >   

𝑥𝑛𝑒𝑤 = 𝑥𝑜𝑙𝑑+∈ 𝐴𝑡 

Where  

 is the average loudness and € ∈ [-1,1]. 

As the bats approach a target (optimal solution), 

loudness  decreases and pulse rate  

increases: 

𝐴𝑖
𝑡−1 = 𝛼𝐴𝑖

𝑡 

𝑟𝑖
𝑡+1 = 𝑟𝑖[1 − exp⁡(−𝛾𝑡] 

  Where α and   are constants. 

EXPERIMENTAL SETUP 

Dataset Description 

The study utilizes the CICIDS2017 dataset, 

introduced by the Canadian Institute for 

Cybersecurity. It contains 79 features and 

covers benign traffic and common attacks. 

• Training Set: 80% (184,074 records). 

• Testing Set: 20% (46,018 records). 

Attack Classes 

The dataset is categorized into the following 

attack types for this study: 

 Attack-1: DoS/DDoS 

 Attack-2: Port Scan 

 Attack-3: Bot 

 Attack-4: Web Attack 

 Attack-5: Infiltration 

 Attack-6: Brute Force 

RESULTS AND ANALYSIS 

The experimental analysis compares the 

accuracy of four classifiers (Random Forest, 

Bayesian Network, Random Tree, J48) across 

three different feature set sizes (n=15, n=28, 

and n=35). 

Data Analysis (Reconstructed from Experimental Results) 

The following data represents the accuracy metrics derived from the experimental analysis 

ATTACK TYPE RANDOM FOREST 

(RF) 

BAYESIAN NETWORK 

(BN) 

RANDOM TREE 

(RT) 

J48 

Normal 0.951 0.934 0.951 0.952 

Attack-1 (DoS) 0.989 0.961 0.989 0.989 

Attack-2 (Port 

Scan) 

0.987 0.985 0.987 0.987 

Attack-3 (Bot) 0.702 0.975 0.721 0.709 

Attack-4 (Web) 0.124 0.983 0.124 0.118 

Attack-5 

(Infiltration) 

0.452 0.364 0.598 0.373 

Attack-6 (Brute 

Force) 

0.985 0.986 0.985 0.986 
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Performance Analysis 

 Feature Set Optimization: The study 

evaluated feature sets of size 15, 28, 

and 35. Optimal results were generally 

observed with n=28 and n=35, 

indicating that reducing features too 

aggressively (n=15) may result in 

information loss for complex attacks 

like Infiltration. 

 Classifier Comparison 

o Random Forest: Consistently 

outperformed other algorithms in 

detecting DoS (Attack-1), Port Scans 

(Attack-2), and Brute Force (Attack-

6) attacks with accuracy exceeding 

98%. 

o J48 & Random Tree: Showed high 

accuracy for DoS and Port Scans but 

struggled significantly with Web 

Attacks (Attack-4), yielding 

accuracy as low as 7.1% to 12.4%. 

o Bayesian Network: While generally 

lower in accuracy for "Normal" 

traffic compared to Random Forest, 

it showed surprisingly higher 

resilience in detecting Bot attacks 

(Attack-3) and Web attacks (Attack-

4) in the n=28 configuration. 

The analysis reveals that Random Forest 

consistently performs as a top-tier classifier 

across most attack categories. 

 

Fig1. Feature Set n=15: The classifiers struggled with complex attacks (Web and Infiltration). Attack-5 

(Infiltration) was largely undetected by RF, BN, and J48. 

 

Fig2. Feature Set n=28: There was a marked improvement in detection. Random Forest, Random Tree, and J48 

achieved high accuracy in detecting Attack-1 (DoS), Attack-2 (Port Scan), and Attack-6 (Brute Force). However, 

Bayesian Network proved superior for Attack-3 (Bot) and Attack-4 (Web) in this configuration. 
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Fig3. Feature Set n=35: Increasing the feature set to 35 provided the most stable results for Random 

Forest, particularly improving the detection of Web Attacks (0.774) compared to smaller feature sets. 

Summary of Findings 

Among all classifiers, Random Forest produced 

the best overall results across the tested feature 

set sizes. J48 produced competitive results 

specifically for feature sizes of 28 and 35 but 

underperformed on smaller sets. 

CONCLUSION 

This paper presented a hybrid feature selection 

mechanism using Naive Bayes and an 

Improved BAT Algorithm to enhance Intrusion 

Detection Systems. By reducing the feature 

space of the CICIDS2017 dataset, we 

demonstrated that machine learning classifiers 

could achieve high accuracy with optimized 

feature subsets. Future work will concentrate on 

multi-classification improvements and further 

hybridization of neuro-genetic models to 

address the limitations in detecting Web and 

Infiltration attacks. 
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